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Abstract. On the basis of examining the existing restricted Bayesian
network classifiers, a new Bayes-theorem-based and more strictly re-
stricted Bayesian-network-based classification model DLBAN is pro-
posed, which can be viewed as a double-level Bayesian network aug-
mented naive Bayes classification. The experimental results show that
the DLBAN classifier is better than the TAN classifier in the most
cases.
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1 Introduction

Many approaches and techniques have been developed to create a classification
model. The naive Bayesian classifier is one of the most widely used in interac-
tive applications due to its computational efficiency, competitive accuracy, direct
theoretical base, and its ability to integrate the prior information with data sam-
ple information. However its attribute independence assumption rarely holds in
real world problems. Previous research has shown that semi-naive techniques [1]
and Bayesian networks [2, 3] that explicitly adjust the naive strategy to allow
for violations of the independence assumption, can improve upon the prediction
accuracy of the naive Bayesian classifier in many domains.

A Bayesian network classifier is a probability classification method, which
can describe the probability distributions over the training data and show bet-
ter classification performance in some domains. However, learning unrestricted
Bayesian network is very time consuming and quickly becomes intractable as
the number of attributes increases [3, 4]. Therefore, restricting the structure of
Bayesian networks has become an active research area. TAN (tree augmented
naive Bayes) is a tree-like Bayesian networks classifier [3, 5]. BAN (Bayesian
network augmented naive Bayes) extends the structure of TAN by allowing the
attributes to form an arbitrary graph, rather than just a tree [3, 6], which tends
to search the whole arc space in a complete directed graph in order to select the
best arc set.

2 Restricted Bayesian Network Classifiers

Bayes theorem is the theoretical basis of Bayesian network learning method,
which associates the prior probabilities with posterior probabilities. Let A1, A2,
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· · · , An be attribute variables, C be the class label (or variable). Bayes theorem
can be expressed as follows.

P (C|A1, A2, · · · , An) =
P (C) · P (A1, A2, · · · , An|C)

P (A1, A2, · · · , An)
(1)

= α · P (C) · P (A1, A2, · · · , An|C) (2)

= α · P (C) ·
n∏

i=1

P (Ai|A1, A2, · · · , Ai−1, C) (3)

where α is a normalization factor. Therefore, the key issue of building a Bayesian
classification model is how to estimate P (Ai|A1, A2, · · · , Ai−1, C).

The main difference among Bayesian classification models is about the differ-
ent way to calculate P (Ai|A1, A2, · · · , Ai−1, C). The simplest restricted Bayesian
network classifier is the naive Bayesian classifier. Each attribute node Ai in the
network is just dependent to the class node C, and P (Ai|A1, A2, · · · , Ai−1, C) in
equation 3 can be simplified as P (Ai|C).

TAN is another restricted Bayesian network classification model. In TAN
classification model, the class node is the root and has no parents, i.e.

∏
C = ∅

(
∏

C represents the set of parents of C). The class variable is a parent of each
attribute variables, i. e. C ∈

∏
Ai

(
∏

Ai
represents the set of parents of Ai,

i = 1, 2, · · · , n). And except for the class node, each attribute variable node
has at most one other attribute variable node as its a parent, i.e. |

∏
Ai

| ≤ 2.
Therefore P (Ai|A1, A2, · · · , Ai−1, C) in equation 3 can be simplified as P (Ai|C)
or P (Ai|Aj , C), where Aj ∈ {A1, A2, · · · , Ai−1}. In principle, there is no any
restriction on the number of parents for any attribute node in the BAN clas-
sification model and general Bayesian network classification model. According
to the criterion for selecting the dependence, the attribute node Ai might as-
sociate any other attribute nodes from {A1, A2, · · · , Ai−1}. Each attribute node
Ai may have more than two parents. In the following section, we try to describe
a more strictly restricted Bayesian network classification model, which shows
better performance than the TAN classifier in the most cases.

3 DLBAN: A Restricted Double Level Bayesian Network

Let {G1, G2} be a partition of the attribute set {A1, A2, · · · , An}, a variant of
Bayes theorem can be written as follows.

P (C|G1, G2) =
P (C|G1)P (G2|C,G1)

P (G2|G1)
(4)

= β · P (C|G1) · P (G2|C,G1) (5)

where β is a normalization factor. Assume that G1 = {Ak1 , Ak2 , · · · , Akm
} and

G2 = {Al1 , Al2 , · · · , Aln−m
}, if the class label C and G1 are given, and each

attribute in the subset G2 is conditionally independent of any other attribute



in the subset G2, then a naive-Bayes-like simplifying independence assumption
can be applied to the above formula.

P (C|G1, G2) = β · P (C|Ak1 , Ak2 , · · · , Akm
) ·

n−m∏
i=1

P (Ali |C,Ak1 , Ak2 , · · · , Akm
)

(6)
Zheng and Webb [7] proposed the lazy Bayesian rule (LBR) learning tech-

nique, which can be viewed as a lazy approach to classification using this variant
of Bayes theorem. The more attributes in subset G1 the weaker the assumption
required. However, a counter-balancing disadvantage of adding attribute val-
ues to G1 is that the numbers of training instances from which the required
conditional probabilities are estimated decrease and hence the accuracy of esti-
mation can be expected to also decrease. In this paper, we restrict the number
of attributes belonging to the subset G1 is less than a fixed number. If all the at-
tributes in the subset G1 could be found from the attribute set {A1, A2, · · · , An},
the other attributes in the subset G2 are dependent on them. In the Bayesian
network, all the attributes in the subset G1 would be the common parents of
the other attributes in the subset G2. Therefore, P (Ai|A1, A2, · · · , Ai−1, C) in
equation 2 can be simplified as P (Ai|KAi , C), where KAi is the set of parents
of node Ai, then the equation 6 can be written as:

γ · P (C) ·
n∏

i=1

P (Ai|KAi
, C) (7)

where γ is a normalization factor.
Given G1 and C, any attribute in G2 is conditionally independent of other

attributes in G2. The class variable C is a parent of each attribute in A. Each
attribute in G1 may be the parents of each attribute in G2. If a Bayesian network
model satisfies these conditions, it is called a DLBAN model.

There might be a certain dependence between any two attributes in {A1, A2,
· · · , An}, and the degree of dependence is different from each other between two
attributes for two different categories. The mutual information can measure the
degree of providing information between two attributes. In this paper, we use
the conditional mutual information to represent dependence between attribute
Ai and attribute Aj . Given the class C, the conditional mutual information of
attribute Ai and attribute Aj is written as below.

I(Ai, Aj |C) =
∑

Ai,Aj ,C

P (Ai, Aj |C)log
P (Ai, Aj |C)

P (Ai|C) · P (Aj |C)
(8)

The attributes in G1 are called stronger attributes, and the attributes in G2

are called weaker attributes.

The learning algorithm of a DLBAN model is described as follows.
1) The set of stronger attributes G1 = ∅, the set of weaker attributes G2 =

{A1, A2, · · · , An}, the threshold ε is a smaller real and the number of stronger
attributes at most is k;



2) Evaluate classification performance of the current classifier, and save the
evaluation result OldAccuracy;

3) Let i = 1, and ImpAccuracy[i] = 0;
4) If Ai does not belong to G2, go to step 7), else continue;
5) Remove Ai from G2 into G1, assign Ai to parents of every weaker attributes

in G2, and evaluate classification performance of the current classifier, then save
the evaluation result ImpAccuracy[i];

6) Remove Ai from G1 into G2;
7) i = i + 1, if i ≤ n, go to step 4), else go to step 8);
8) For i = 1, 2, · · · , n, if ImpAccuracy[i] − OldAccuracy < 0, go to step 10);

else choose Ai as stronger attribute, where ImpAccuracy[i] − OldAccuracy is
the maximum for all i, and remove Ai from G2 in to G1;

9) If the number of stronger attributes less than k, go to step 3), else go to
step 10);

10) Compute the conditional mutual information I(Ai, Aj |C) according to
equation 8. If I(Ai, Aj |C) > ε, return the arc from to Ai to Aj , else remove this
arc.

Table 1. Descriptions of Data

Domain Size] Classes] Attributes] Missing Value

1 Car 1728 4 6 No
2 Contact-Lenses 24 3 5 No
3 Flare-C 1389 8 10 No
4 House-Votes-84 435 2 16 No
5 Iris Classification 150 3 4 Yes
6 Chess 3196 2 36 No
7 LED 1000 10 7 No
8 Lung Cancer 32 3 56 Yes
9 Mushroom 8124 2 22 Yes

10 Nursery 12960 5 8 No
11 Post-Operative 90 3 8 Yes
12 Promoter Gene Sequences 106 2 57 No
13 Soybean Large 683 19 35 Yes
14 Tic-Tac-Toe End Game 958 2 9 No
15 Zoology 101 7 16 No

4 Experimental Methodology and Results

We chose fifteen data sets (Table 1)from the UCI machine learning repository
for our experiments. In data sets with missing value, we regarded missing value
as a single value besides Post − Operative. For Post − Operative data set, we



simply removed 3 instances with missing values from the data set. Our exper-
iments have compared DLBAN classifier with the naive Bayes classifier and
a TAN classifier by the classification accuracy. The classification performance
was evaluated by ten-folds cross-validation for all the experiments on each data
set.All the experiments were performed in the Weka system [9], which provides
a workbench that includes full and working implementations of many popular
learning schemes that can be used for practical data mining or for research.

Table 2 shows the classification accuracies. Boldface font indicates that the
accuracy of DLBAN is higher than that of TAN at a significance level better
than 0.05 using a two-tailed pairwise t-test on the results of the 20 trials in
a domain. From Table 2, the significant advantage of DLBAN over TAN in
terms of higher accuracy can be clearly seen. On average over the 15 domains,
DLBAN increases the accuracy of TAN by 2%. In 12 out of these fifteen do-
mains, DLBAN achieves significantly higher accuracy than TAN .

Table 2. Descriptions of Data

Domain Naive Bayes TAN DLBAN

1 Car 85.57570.32 91.60010.22 94.33020.38
2 Contact-Lenses 72.76673.33 65.83334.68 72.76673.33
3 Flare-C 79.01370.23 83.12090.31 83.84080.19
4 House-Votes-84 90.06900.14 93.19540.32 94.17240.34
5 Iris Classification 93.16670.73 91.75001.47 93.40001.07
6 Chess 87.89890.12 93.44730.12 87.89890.12
7 Led 73.88740.34 73.96000.24 73.88740.34
8 Lung Cancer 53.21573.06 46.09383.55 51.49993.69
9 Mushroom 95.76800.03 99.40900.03 99.61470.05

10 Nursery 90.28470.05 92.53190.23 95.51280.16
11 Post-Operative 68.88890.86 66.00001.63 68.88900.86
12 Promoter Gene Sequences 91.27351.76 82.97173.26 91.27351.76
13 Soybean Large 92.73060.13 87.35850.36 92.65740.21
14 Tic-Tac-Toe End Game 69.73900.32 74.43941.17 72.84970.80
15 Zoology 94.03251.04 95.52700.84 96.02300.29

On the data sets Chess and Tic−Tac−ToeEndGame, the DLBAN classifier
was inferior to the TAN . In particular, the accuracy of the DLBAN classifier is
lower than the TAN classifier by 6% on Chess. Why comes this situation? In our
experiments, the most number of stronger attributes is limited to three in order
to avoid making the probability estimates of the attributes unreliable. However,
whether three stronger attributes is enough for higher dimension attributes is
worthy researching. Debugging the learning process on Chess, we found that the
classification accuracy is increased from 84.6996% to 87.8989% as the number of
stronger attributes is added from 1 to 3. If the number of stronger attributes will
continue increasing, the classification accuracy maybe will continue increasing.



5 Conclusions

The naive Bayes classifier is a simple and efficient classification algorithm, but
its independence assumption makes it unable to express the real dependence
among attributes in the practical data. At present, many methods and tech-
niques are brought to improve the performance of the naive Bayes classifier. In
this paper, we present a new Bayesian model DLBAN , which can determine the
dependence relationship among attributes by selecting some suitable attributes.
It could not only extend the attributes number on which one attribute depends,
but also determine the dependence relationship among attributes by searching
the attribute space. The experimental results show that a DLBAN classifier has
a bit higher classification performance than the TAN classifier. In the process
of learning DLBAN , it is very important to select the stronger attributes. The
method we use is to select attributes according to their conditional mutual in-
formation value. Additionally, the maximum number of the stronger attributes
is defined to be three in our experiments. In fact, different data sets might have
its maximum suitable number of the stronger attributes.
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