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Abstract: Input-Output Agent Modelling (IOAM) is an approach to modelling an agent in terms of
relationships between the inputs and outputs of the amgnitive system. This approad, together with one
of the leading inductive leaning algorithm, C4.5, has been adopted to build a C4.5-10AM subtradion
modeller, which aims to model students competencies on elementary subtradion skills. Results
showed that C4.5-I0AM could achieved reasonably high predictive power for this purpose. Very little
attempt has been made for optimising the current system that improvement of its performance ould be
adhieved by employing strategies and techniques for this purpose. This paper reports an experiment
that studied how the system’s performance ould be improved with techniques of confining training
examples and resolving conflicting predictions. Results show that these strategies improve the
system’s performance in the aspeds of capturing more student errors and achieving higher prediction
rate.

1 Introduction

The use of inductive learning for student modelling has been studied previously (for example,
Desmouins and Van Labeke, 1996 Gilmore and Self, 1988. Y, it is gill underrepresented.
One of the reasons may be that a modelli ng system requires extra eff orts for implementation if its
inductive engine is tightly linked to the cognitive aspects of an agent. Inpu-Output Agent
Modelling (IOAM) provides an approac that it alows a system treds the operation d the
cognitive system as a bladk box and models an agent in terms of the relationships between the
inpus and ouputs of the system. By describing the capabiliti es rather than capturing internal
mechanisms of the gnitive system, this approach reduces the system’s inter-moduar
complexity and all ows diff erent inductive engines to plug-in for generating diff erent languages to
describe an agent. Previous IOAM approaches include Feaure Based Modelling (FBM) (Webb
and Kuzmycz, 19969, Relational Based Modelling (Kuzmycz, 1995, FFOIL-IOAM and C4.5
IOAM (Chiu et al., 19973. Among them, C4.510AM uses C4.5 (Quinlan, 19%), a well-known
and general-purpaose leaning algorithm, as its induction engine to model a student’ s competency
of subtradion skill s. Comparative evaluations of C4.5I0AM against FBM (Geoff et a., 1997
and FFOIL-IOAM (Chiu et a., 1997 have shown that the use of C4.5 increased the number of
predictions made withou significantly altering the accuracy of those predictions. There was very
littl e a@tempt has been made for optimising C4.510AM that its prediction performance ould be
improved in the apeds of student error prediction and the overall prediction rate. This paper
reports an experiment that studied how this objedive @muld be atieved with the techniques of
confining training examples and resolving confli cting predictions.
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2 Anoverview of C4.5-|0AM

In the C4.5-I0AM subtradion modell er, the ways of manipulating context and adion feaures of
the problem domain were adopted from by FBM (Webb & Kuzmycz 1996. Context feaures
describe the problems with which a student is faced while adion features describe aspects of a
student’s adions for a particular problem. C4.510AM manipulates a n-digit subtraction problem
by treating it as n separate wlumn problems. It uses eleven dedsion trees to buld a student
model. They correspond to the action feaures Result=M-S, Result=M-S-1, Result=10+M-S
Result=10+M-S1, Result=M, Result=S Result=zero, Result=M-S2, Result=10+M-S-2,
Result=SM and Result=correct, where M and S stand for Minuend and Subtrahend respectively.
Each decision tree can be regarded as a model of a student’s adion (behavior). The context
feaures of a unit problem are described by 12 attributes. The first four attributes, M _is 0,
Sis 0,Sis 9andS is BK (BK stands for blank ), are self-explained, whil e the rest of them are
listed below with their meanings where N stands for Not Avail able.
M_vs S:{G,L,E}, theMinuendis greder or lessthan, a equal to the Subtrahend.
M L is | 0 {T,F,N}, the Minuend dgit in the mlumn to the left is zero.
M_L_is 1:{T,F,N}, the Minuend dgit in the column to the l€ft is one.
R  is 0: {T,F,N}, the Minuend dgit in the clumn to the right is zero.

IS 9: { F ,N}, the Subtrahend dgit in the wlumn to the right is nine.
R:{G,L,E,N}, similar to M_vs S bu it describes the clumn to the right.
2R:{G, L LE.N}, smilar toM_vs S, but it describes two columns to the right.
Column: {L,I,R} the airrent column is left-most, inner or right-most.
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Figure 1 ill ustrates how training examples are formed for a data file which is used to buld a
correspondng dedsiontree

Context feaures Action feaures
M_is O E Result=M-S T
Sis0 T Result=M-S-1 F
Sis 9 F Result=10+M-S F
S is BK F Result=10+M-S-1 =
M_vs S G Result=M T
M_L_is 0 F Result=S F
MLis1 F Result=zero F
M"R"i s_o = Result=M-S-2 E

== Result=10+ M-S-2 E
SRIs9 T Result=SM =
M_SR L Result=correct F
M_S 2R N
Column | I

' ' é
FILE: Tree M-Sdata =
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Figure 1. Formation of a column’straining examples for dedsion trees.



Figure 2 shows a sample theory inferred by C4.510AM. Decision trees with only one leaf
labelled F predict the student will not exhibit the correspondng adions. Tree M predicts that if
the subtrahend is zero, the student will assgn the minuend as the answer.

Tree M-S-1 Tree M-S-2 Tree 10+M-S-1 Tree 10+M-S-2
F F F F
Tree M Tree M-S Tree 10+M-S Tree zero
Sis 0=FF Mvs S=GT Mvs S =GF Mvs_ S =GF
Sis0=TT Mvs_S = L:F Mvs S =1L:T Mvs_S = L:F
Mvs_ S =ET Mvs_S = EF Mvs S=ET
Tree correct Tree S Tree SM
MSR=GT Mis 0 =TF Mvs_S = GF
MSR=LF Mis 0 = F: Mvs S=ET
MSR=NT |---ML_is 1=FF Mvs_S = L:
MSR=EF |---ML_is 1 =NF |---ML_is 1=TF
|---MLis 1=TT |---ML_is 1 =NF
|---MLis 1=FT

Figure 2. A theory inferred by C4.5-10AM.

3 Techniquesfor improving prediction performance

The arrent version d C4.5I0AM makes no pediction whenever there exist conflicting
predictions made by decisiontrees. Thisrefledsthat thereis gill scope for the aurrent system to
be improved. This ®dion will explore methods that aim to improve the prediction rate or
prediction accuracy of the arrent system.

3.1 Confining training examplesto erroneous answers

A dedsion tree which serves to predict a student’s erroneous action shoud be trained by
sufficient evidences of related examples. If the set of relevant examples is incomplete or
erroneous cases are avery small propation, a dedsion tree might predict no erroneous adion.
However, improvement in predicting students errors could still be possble if some of the
dedsiontrees are specially trained for this purpose. Consider a unit problem m - 0 that a student
gave acorred answer of m. This might not be acase to suppat that the student set the digit m as
the answer; it was more likely to suppat that the student had exhibited an adion: Result=M-S.
On the other hand, if m was an incorrect answer, this case would be an evidence to suppat an
erroneous adion: Result=M. By confining training examples to erroneous answers only, the
dedsion tree Tree_ M would be more dfedive to cgpture astudent’s erroneous adion. This
treament can be gplied to decision trees Tree S Tree SM and Tree zero for improving the
system’s performancein error predictions. However, it may cause some dedsion trees to be over
readive. They would tend to incorredly predict that a student will exhibit erroneous adions.
The risk of this prediction error could be reduced by introducing reliability measures for a
prediction that will be discussed in the next two subsedions.



3.2 Associating an estimated error rateto a decision tree

The prediction rate of the system can be improved by resolving conflicting predictions.
Tednique like voting is not suitable to the system because the dedasion trees predict diff erent
aspeds of a student’s adions. By asciating decision trees with estimated error rates, and
consulting them in aranked arder, the system could make more predictions withou dropping the
prediction accuracy significantly. We have wnsidered employing stratified ten-fold cross
validation (Kohavi, 1995 for estimating the eror rate of eadch decision tree For eat adion
fedure, the training examples are equally divided into ten partitions. Each partition, which
preserves the original classdistribution, is used in turn as test data for the deasion trees trained
by the remaining nine partitions. The total numbers of corred and incorred predictions of these
tests are then used to estimate the aror rate of the deasion treetrained by the whale training set.
The system’ s prediction is based onan action (a prediction T from a dedsion tree) which links to
adigit. If a decision tree predicts no adion, the system will consult the others in a preference
order until a positive resporse is obtained or the error rate of the arrent decision tree cedals a
threshald limit.

3.3 Retrieving an error measure at a leaf node

The method d estimating error rate for ead dedsion tree mentioned abowve provides an overal
measure of prediction quality of a dedsiontree. The leaf node of a path of a decision tree may
also provide an estimated error measure of a prediction. C4.5takes the dassof the mgjority at a
led node & the leaf label and gives that label as prediction when a test example matches the
dedsion path. The reliability of this prediction can be estimated by examining the distribution o
the dasses at the leaf node. Sincewe ae only concerned with the leaf labeled as T for predicting
that a student will exhibit a particular adion, the propation d examples with classlabel F at that
led node could be used as the estimated error rate of a prediction. Whenever there exist
conflicting predictions, the system might adopts the prediction d a dedsion tree which leaf node
is asociated with alower estimated error rate.

4 Experiment

The same data set, which has been used to evaluate C4.5I0AM and aher IOAM based
subtradion modell ers (Geoff et al., 1997 Chiu et at., 1997, was used to evaluate the techniques
mentioned in Sedion 3. The data came from 73 primary schod students who were administered
with five rounds of subtraction-problem tests. For each student, a modelli ng system used al data
from prior rounds to buld a student model and used the aurrent round dita to test the student
model. The performance of the arrent version d C4.510AM was used as a base line. The
symbal +X was used to denote aversion that was implemented by introducing a technique X to
the aurrent system. We used the keys LIMIT, TQTY and LQTY to represent limiting training
examples to erroneous answers, asciating estimated error rates to dedsion trees, and retrieving
an error measure & aled node respedively. New versions that were aeated by implementing
more than ore technique were dso evaluated. For example, the version +TQTY+LQTY makes
predictions based onthe information d the prediction qualiti es of the dedsion tree and the led
node of adecision path. The system would adopt a prediction o adedsion tree in which the |leaf
node beas lower error rate despite the decisiontreeis nat the most preferable one.



4.1 Experimental results

Table 1 summarizes the prediction performance of four dedsion trees built with default (Full)
training set with that trained by confining training examples to erroneous answers (Limit). As
expeded, these decision trees improved their performance (indicaed in bdd fonts) in error
prediction, with the expense of poaly predicting students' corred actions.

Table 1. The performanceof dedsion trees fed by full and bias training set.

Tree M Tree SM Tree S Tree_zero

Full Limit Full Limit Full Limit Full Limit
Number of predictions of adion 3242 2045 3415 1939 804 1824 3600 2120
that led to corred answer
Number of predictions that were 2850 1063 3065 1143 377 523 2844 699
corred
Accuracy 879% 520% 898% 589% 469% 287% 79.0% 330%
Number of predictions of adion 468 544 673 720 350 415 390 432
that led to incorred answer
Number of predictions that were 343 430 536 583 269 325 232 275
corred
Accuracy 733% 79.0%  796% 81.0% 769% 783%  595% 63.7%

The dfeds of implementing techniques to the aurrent system described in Sedion 3are shown
in Table 2. The treatment of confining training examples to four dedsion trees increased the
number of erroneous answer predictions whil e the overal prediction rate was lower because the
system confronted more conflicting predictions. The introdwction d quality measures for
deasion trees and led nodes exhibited its positive dfed in resolving the problem of conflicting
predictions. All new versions with this kind d treament achieved higher prediction rates
withou significantly dropping the overall prediction accuracy.

Table 2. Performance of new versions creaed by threekinds of treament.

C45- +LIMIT  +LQTY  +LQTY +TQTY +TQTY +LQTY  +LQTY
I0AM +LIMIT +LIMIT  +TQTY  +TQTY
+LIMIT
Number of 28700 25011 30093 30208 30994 29635 30078 299924
predictions made
Prediction rate 94% 85% 9% 9% 9% 97% 9% 98%
Number of 26507 23945 27543 27599 27496 27261 27528 27501
predictions that
were rred
Prediction acaracy 92% 92% 92% 91% 91% 92% 92% 92%
Number of error 1999 2106 2173 2416 2300 2201 2160 2001
predictions made
Prediction rate 55% 58% 60% 67% 61% 61% 60% 55%
Number of error 1347 1393 1426 1536 1463 1426 1417 1365
predictions that
were rred
Prediction acaracy 67% 66% 66% 64% 64% 65% 66% 68%




5 Conclusions

We evaluated three tedhniques for improving the prediction performance of inductive based
subtradion skill modelling systems. We have seen how different techniques can be usefully
employed for this purpose. The method d confining training examples to erroneous answers
enables me decision trees to capture more students' erroneous actions. It could be gplied to
situations where the propartion d student errorsis low.

Tedniques of employing quality measures on decision trees and led nodes in resolving
confli cting predictions have been shown effedive for this purpose. These two methods cover two
aspeds of resolving corflicts: adopting a decision from a point of view at globa level and
considering the judgement based onlocd experience. It is quite similar to consulting human
experts. While an engineer might have good reputation d knowledge but ladks aufficient
experience for a particular case, an ardinary people wuld have encountered numerous smilar
examples and could be an expert for that case.

C4.510AM employs madhine learning techniques for agent modelling. It uses decision trees
to model different aspeds of a student’s resporse to a subtraction poblem. Although the
techniques explored in this paper help the system to improve the general prediction performance,
these techniques do nd learn how to resolve anflicting predictions. This suggests a possble
exploration on applying inductive leaning in resolving conflicting predictions. Stadked
generalization (Wolpert, 1999, which is a method that learns the outputs of others inductive
leaners, could be one of the mnsiderations. We will seewhether this method works in future
studies.
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